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Generative Pre—trained Transformer
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Brain Thinks, Machine Learns...

UCL Neurological Institute
Gatsby Theoretical Neuroscience
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How Does ChatGPT Work?

ChatGPT leverages GPT-3.5 as the underlying model, while it uses an additional layer, a model called InstructGPT, which
has become a standard within the OpenAl large language models. InstructGPT optimizes conversational abilities and
improves on top of the existing GPT models.

nsformefs Output
Tra Probabilties

Pre-Training
- Large Amount of Data.
- Billions of Parameters.
- Unsupervised Learning.

Reinforcement!
InstructGPT

Positional ! Positional Human-in-the-loop
Ericoding Encocing . model to improve
Embding Enaoio ~ factuality, make GPT-3
more grounded, less
- s " hallucinating, thus more
(shifted right) 1 able to become a
' conversational interface.

ChatGPT

FourWeekMBA
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Generative Pre—trained Transformer
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“Objects are always imagined as being present in the field of vision as would have to be
there in order to produce the same impression on the nervous mechanism” - von Helmholtz

ol Al 1} 8 = 0| &3} 1}7 Perception-Action Cycle
Free energy principle as a general predictive coding
o= F=3t0f olet XER oL x| 2]

2705
sensations — predictions

Hermann von Helmholtz

Change sensations

Change predictions

dZ-0l= XS £0|7] iol Y-St 20| &[A| 5t7]. 2| L 7|
...prediction errors drive action and perception to suppress themselves

Prediction based on the generative model; according to sensory evidence, adjust

prediction or adjust sensory evidence by actions to minimize prediction errors
(surprise, free energy)

from Prof. Friston, K
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Z= & Inference (e.g. perception) : p(Bly) from observation y to hidden parameters 0
S}t Learning (& memory): from a prior belief p(6) to a posterior belief p(6]y) using observation y

likelihood

posterior S ~=
p(y)
° evidence

p(y)=J p(y|9’) p(0") d®” marginalisation

p(@ly) Posterior belief

S O o
Az I8

Likelihood, 7Hs &=

Prior belief
Arfl(:x_: ;zlle% p®) ggr%o)ryevidence(
A p(y16)

VN

What and how informa_tion is delivered
over the rich-club like network?
Predictive coding
EULTIVED n‘;’(uﬁ"" —g(ﬂ“"))

EL IO =HS)(DH§,‘)—f(l‘(')))

Backward:
predictions

Sensory
Input

f Forward:
. prediction error

e,

Lower cortical areas

Higher cortical areas

Synaptic plasticity 7 Synaptic gain
- (i) (i) (i) (i) (i+l)
. B =Du-(9e") EV-E"" . _ T
(027) i, =4er(o, 1(55" -11(w))

T
f, =-0,e'&
% % 4 = Du® -(a,e‘” )’ g
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Generative Pre—trained Transformer

NETWORK TOPOL
MODEL, PRIOR

Reducing the Dimensionality of A% X177 (Deep Neural Nets)
Data with Neural Networks

G. E. Hinton* and R. R. Salakhutdinov

High-dimensional data can be converted to low-dimensional codes by training a multilayer neural
network with a small central layer to reconstruct high-dimensional input vectors. Gradient descent
can be used for fine-tuning the weights in such “autoencoder” networks, but this works well only if
the initial weights are close to a good solution. We describe an effective way of initializing the
weights that allows deep autoencoder networks to learn low-dimensional codes that work much
better than principal components analysis as a tool to reduce the dimensionality of data.

Dimensionality reduction facilitates the
cation, and storage of high-dimensional
data. A simple and widely used method is
principal components analysis (PCA), which

finds the directions of greatest variance in the
data set and represents each data point by its
coordinates along each of these directions. We
describe a nonlinear generalization of PCA that
uses an adaptive, multilayer “encoder” network

Science 313(2006):504-507

m Key idea:
Greedy layer-wise training
Pre-training + fine tuning
Restricted Boltzmann Machine
Contrastive divergence

A dE I =9
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The importance of topology

Neuronal
level

~ Earlier
cortical areas

Higher
cortical areas

Global integration

Local integration

() Node
© Rich-clubhub — Short-range edge

Park and Friston, SCIENCE, 2013

—— Long-range edge
Module

Generative Pre—trained Transformer
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Hiearchical Bayesian Neural Architecture y=g(x0)+e

x=f(x,u,0)+w
Forward prediction error

<Lower cortical areas Higher cortical areas

Excitatory (AMPA) receptors
Inhibitory (GABA) receptors
@ Modulatory (D1) receptors

a prior in the lower level is from a posterior of the upper layer

Presynaptic ~ Dendritic
terminals spine

=0
=0

p(Bilyi) Posterior

D(O)=p(Bi+1]vi) Likelihood
(Prediction error)
hyperparameters p(yl\el)
“Belief about belief.”
me Il'l my

Psychosis & Neurosis : False Bayesian Inference

Theoretical Model : Analysis by Synthesis Praclsion. C {ballf af bellef walahi]
Phantom Pain: Free-energy minimisation hypothesis Posterior belief
intermediate hierarchical level p©ly) tF(’)I'(i)Osl't{)%Tigf
A .. secondary elaboration to Likelihood, p(6)
ACG ~/ = .+ reduce prediction errors sensory evidence

N p(y10)

an A
="~ symptominduction Tho

e, g0 (due to too high . .

precision) Neurobiological Basis

unit for error, gain [} Excitatory (AMPA) receptors
calculation [ ] Inhibitory (GABA) receptors

[ ) Modulatory (D1) receptors

INS

) ()
&’

Presynaptic

terminals Dendritic spin

—

red arrows: bottom-up prediction error related to incoming sensory data
black arrows: top-down priors about the causes of sensory data

Somatosensory information g

Acg = anterior cingulate; Ins = insula; SI = primary sensory cortex;
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ISSUES

ChatGPT proves the brain principle is
relatively simple.
Other Cognitive Faculty is not
Impossible:--
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EBS CHRBIEL2

Spoech Synthesss

Read aloud the following sentence:

Shipbuilding is a most
fascinating process.
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Neurons and Neural Network

Cell body
\Va \
Nucleus )
)

Endoplasmic
reticulum

Telodendria

ﬂ\ Synaptic terminals

Golgi apparatus

Mitochondrion \\ Dendrite

/ \k Dendritic branches

=

/ \
Yi = f Zwijwj + bi
J

f: activation function

xd 2485, 293 £7 softmax &5 o
Logistic (sigmoid) e EEE Ao B
1 @,@ @
= o, =YW, x;"" +b
f& 1+ exp(—x) k ? kj i k

) =f@A-f)
Rectified Linear Unit (ReLU)

_JOo forz<O
f(z)i{m forz >0

iy JO forz<0
f(m)_{l forz >0

e%
Vi =0(ox) = X o
k'=1€
% x 7t Fol A2

S

P(y =k|x) =y
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Optimism. Everything is from connection.
Human mind is impossible in some day---

https://www.technologyreview.com/2021/08/02/1030453/microns—connections—in—a-mouse=brain/

Z= Forward-propagation
010 - 29 e
T R— y
100 O 07 08 06 03
9,4 y
111 (O 03 02 04 07
) 0 0 0 /7 N
N
&4 g Vi = fa(x, W) =[0.703]@ t;=[0.80.2]
Loss function, : Error

cost function,
error function

1. @A F3: Sum of Squares for Error, SSE
1
E(W) = EZ(YL — ti)z
|

E(W)=(0.7-08)+(0.3-0.2)+
2. XANEZ 1] Cross—entropy

E(W) = —Ztilog(y:)

L

A LW)E E0l= ¥Fee W e bE 74

WeWtnaw —— o] M a} —— Error
b < b + nAb Back-propagation
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ARTIFICIAL INTELLIGENCE

How to solve Al’'s inequality problem

New digital technologies are exacerbating inequality. Here's how
scientists creating Al can make better choices.

By David Rotman April 19,2022

The economy is being by digital i jally in
artificial intelligence, that are rapidly changing how we live and work. But
this transformation poscs a troubling puzzle: these technologics haven’t 1AN GRANDJEAN
done much to grow the cconomy, cven as income inequality worsens.

Productivity growth, which cconomists consider essential to improving

living standards, has largely been sluggish since at least the mid-2000s in

many countrics. POPULAR

Why arc these technologics failing to produce morc cconomic growth? Why

y y cared

aren’t they fucling more widespread prosperity? To get at an answer, some of the tech he helpedbuild

leading cconomists and policy experts arc looking more closcly at how we VW Dot Heiii

invent and deploy Al and automation—and identifying ways we can make

better choices. ChatGPT is going to change education, not
destrovit

A conversation with Eliza
Welcome to
EEEEEE LL 1111 77zzzZ  AAAAA Wekzatbaurn
[L[L II ZZ AA  AA
LL II 2727 AAAAAAA
[LL II zZ AA  AA
EEEEEE LLLLLL TIIII 777777 AA  AA
Eliza is a mock Rogerian psychotherapist.
The original program was described by Joseph Weizenbaum in 1966.
This implementation by Norbert Landsteiner 2005.
ELIZA: Is something troubling you ? 19764
YOU: Men are all alike.
ELIZA: What is the connection, do you suppose ? JOSEPH WEIZENBAUM

YOU: They're always bugging us about something or other. S
ELIZA: Can you think of a specific example ?

YOU: Well, my boyfriend made me come here. COMPLITER
ELIZA: Is it important to you that your boyfriend made you come h PO\X/ER
YOU: He says I'm depressed much of the time. AND
ELIZA: I am sorry to hear that you are depressed.

YOU: It's true. I am unhappy. HUMAN
ELIZA: Can you explain what made you unhappy ?

YOU: REASON

FROM JUDGMENT
TO CALCULATION
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'Godfather of Al' discusses dangers the developing technologies pose to society NEWS

0

PBSO

HOUR

GEOFFREY HINTON
ARTIFICIAL INTELLIGENCE PIONEER

In

key issues:

1.

SEJ - SEO

Top 5 Ethical Concerns Raised
By Al Pioneer Geoffrey Hinton

Al pioneer Geoffrey Hinton warns of machines surpassing human intelligence, raises
ethical concerns, and departs Google to promote responsible Al development.

light of his observations of new large language models like GPT-4, Hinton cautions about several

Machines surpassing human intelligence: Hinton believes Al systems like GPT-4 are on track
to be much smarter than initially anticipated, potentially possessing better learning algorithms
than humans.

. Risks of Al chatbots being exploited by “bad actors”: Hinton highlights the dangers of using
intelligent chatbots to spread misinformation, manipulate electorates, and create powerful
spambots.

. Few-shot learning capabilities: Al models can learn new tasks with just a few examples,
enabling machines to acquire new skills at a rate comparable to, or even surpass, that of
humans.

. Existential risk posed by Al systems: Hinton warns about scenarios in which Al systems
create their own subgoals and strive for more power, surpassing human knowledge
accumulation and sharing capabilities.

. Impact on job markets: Al and automation can displace jobs in certain industries, with
manufacturing, agriculture, and healthcare being particularly affected.

47



CHRISTIAN
PERSPECTIVE

Generative Pre—trained Transformer

THANK YOU
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